
L’autonomisation des 
utilisateurs grâce aux réponses 
apportées par l’éducation aux 
médias et à l’information à 
l’évolution de l’intelligence 
artificielle générative (IAG)

©Shutterstock



2 L’autonomisation des utilisateurs grâce aux réponses apportées par l’éducation aux médias et à l’information à l’évolution de l’intelligence artificielle générative (IAG)

Messages clés

•	 L’intelligence artificielle et l’IA générative influent grandement sur les rapports des indivi-
dus à l’information, aux technologies numériques et aux médias. Mais cela ne va pas sans 
inquiétudes quant à leur contrôle, au pouvoir d’action et à l’autonomie dont disposent les 
utilisateurs vis-à-vis de l’information, à la prise de décisions, à l’égalité des genres et aux 
libertés en général. .  

•	 Pour constituer une réponse à l’IAG, technologie qui en est à ses balbutiements, l’auton-
omisation des utilisateurs grâce à l’éducation aux médias et à l’information (EMI) doit 
être pleinement déployée, et les autorités publiques doivent s’efforcer de la promouvoir 
dès le début.  

•	 L’EMI est indispensable pour garantir une utilisation éthique des médias synthétiques, 
c’est-à-dire des vidéos, textes, images et sons totalement ou partiellement créés à l’aide 
de systèmes d’IA.

•	 L’IAG offre de nombreuses opportunités sociales dans différents domaines, dont l’accès à 
l’information, la participation, l’employabilité, la créativité, l’apprentissage tout au long 
de la vie et les industries créatives, entre autres.

•	 Il existe cependant des risques sociaux potentiels aggravés par l’IA générative, dont : la 
désinformation, la perte de contrôle sur la confidentialité des données, les menaces 
pour l’intégrité des élections, la surveillance, le manque de fiabilité des sources, la 
discrimination notamment fondée sur le genre et les stéréotypes raciaux et les vio-
lations des droits d’auteur.

•	 Pour mettre à profit la familiarité face à l’urgence, la maîtrise de l’IA pourrait être intégrée 
dans les programmes d’EMI afin d’éduquer et de former des communautés très diverses 
(éducateurs, bibliothécaires, animateurs pour la jeunesse, réseaux de femmes, etc.).

•	 Pour bien concevoir non seulement les programmes d’EMI mais aussi la gouvernance de 
l’IAG et les politiques connexes, l’IA explicable joue un rôle essentiel.

•	 Pour renforcer la confiance dans l’information et l’éducation, la fiabilité des sources doit 
être réexaminée pour englober tous les différents types de « preuves » fournies par l’IAG.

•	 L’EMI peut former des acteurs éclairés n’appartenant pas au secteur de la technologie afin 
qu’ils contribuent à la conception, à la mise en œuvre et à la réglementation de l’IA 
d’une manière qui reste centrée sur l’humain, sensible au genre et soucieuse de l’intérêt 
public. 

•	 La formation dans le cadre de l’EMI relève des gouvernements et des établissements 
d’enseignement supérieur, qui doivent veiller à ce que les actions politiques en la 
matière soient soutenues et renforcées dans la durée, pour s’adapter aux évolutions 
constantes de l’IA/IAG.
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Introduction
L’objectif de cette note politique est de montrer comment les parties prenantes peuvent traiter l’intelligence artificielle/l’intel-
ligence artificielle générative (IA/IAG) sous l’angle de l’éducation aux médias et à l’information pour tous afin de limiter les 
risques et saisir les opportunités qu’elles représentent dans les écosystèmes de l’information et du numérique. L’accent est 
mis sur l’autonomisation des jeunes et l’importance qui doit être accordée à la diversité culturelle et des genres. Elle propose 
aussi des recommandations fondées sur les compétences et les principes de l’éducation aux médias et à l’information (EMI) 
qui pourraient déboucher sur des mesures politiques concrètes. Elle entend également être utile aux organisations de la so-
ciété civile et à une grande variété de parties prenantes, y compris au sein des médias, des plateformes numériques et des 
gouvernements.

De nos jours, la plupart des systèmes d’IA reposent sur l’intelligence artificielle générative (IAG). Les systèmes d’IAG peuvent 
réorganiser statistiquement les vastes quantités de données sur lesquelles ils ont été formatés (textes, images, vidéos, etc.) 
et ils peuvent produire des résultats conformes aux instructions (requêtes) des utilisateurs. Ils s’appuient sur des modèles de 
fondation (Jones, 2023) et sont actuellement utilisés par des millions d’individus et d’institutions à travers le monde, sous la 
forme d’outils comme ChatGPT, qui a gagné 100 millions d’utilisateurs actifs dans le monde en deux mois. 

Les systèmes d’IA offrent de nombreux avantages dans presque tous les aspects de notre vie, tels que la santé et l’éducation 
(Trust et al., 2023), mais ils soulèvent également un certain nombre de préoccupations liées notamment à leur supervision, 
à leur réglementation et à leur éthique. Les considérations éthiques incitent à surveiller les atteintes aux principes des droits 
humains, à garantir une utilisation responsable et impartiale, à s’assurer du respect des droits de propriété intellectuelle et 
à tenir compte des répercussions sociales potentielles (UNESCO, 2022a). Des recherches ont par exemple montré que des 
outils d’IA et des hypertrucages, comme ceux produits à l’aide de l’IAG, ont généré de la désinformation et des discours de 
haine en les présentant comme crédibles aux utilisateurs (Ngo et al., 2023). De tels usages pourraient avoir un impact profond 
sur des moments cruciaux de prise de décision collective, comme lors d’élections ou de consultations publiques. 

Depuis le lancement de systèmes d’IAG destinés au grand public, plusieurs dirigeants de grands laboratoires numériques 
ont appelé à faire « une pause » (Future of Life Institute, 2023) et ont réclamé « une gouvernance de l’IA » (Open AI, 2023), 
arguant que l’IA représentait un « risque existentiel » pour l’humanité car une super-IA pourrait surpasser les humains et se 
programmer d’une manière qui irait à l’encontre des intérêts et des valeurs de l’humanité. Cette demande de supervision con-
duit les régulateurs et de nombreux autres groupes de parties prenantes, mais aussi des particuliers, à entamer un dialogue 
direct avec les plateformes numériques.

Plusieurs modes de régulation sont envisagés, mais la question de l’autonomisation des utilisateurs est trop peu abordée 
et sous-estimée. Il est possible d’y remédier en déployant des stratégies et des politiques d’EMI, jugées de plus en plus in-
dispensables pour donner aux individus les connaissances, les aptitudes, les attitudes et les valeurs dont ils ont besoin non 
seulement pour se protéger des risques, mais aussi pour tirer pleinement parti des opportunités offertes par l’IA. Tout autant 
préventive que restauratrice, la promotion de l’EMI est une réponse à la nécessité de permettre aux citoyens de participer 
aux débats actuels sur la place de l’IA dans leurs vies, et donc d’influencer les développements de cette technologie et de 
demander des comptes sur ses conséquences, qu’elles soient souhaitées ou non. 

L’EMI englobe les nombreuses informations et compétences numériques et médiatiques utiles pour maîtriser l’environnement 
actuel de la communication, de plus en plus complexe, en s’adaptant à son évolution constante. L’EMI permet aux individus 
de développer leurs capacités de réflexion critique et d’autres compétences indispensables (Figure 1).

©Shutterstock
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Figure 1 : 7 compétences générales et non exhaustives de l’éducation aux médias et à l’information

Source : UNESCO, Citoyens éduqués aux médias et à l’information : penser de manière critique, cliquer à bon escient ! (Programme)

I.	 L’urgence de l’EMI pour tous face à l’IA générative et aux médias synthétiques

I.1 Pourquoi est-ce important ?

ML’EMI a toute sa place dans le traitement de l’IAG car cette évolution rapide – portée par un 
ensemble d’applications variées, conviviales, relativement peu coûteuses et faciles d’accès 
– dans les secteurs de l’information et de la communication met en évidence la nécessité 

d’éduquer les individus et de leur apprendre à bien utiliser les médias synthétiques et interagir avec des 
agents non humains dans leurs activités quotidiennes.

Les utilisateurs ont progressivement découvert l’IA étroite conçue pour exécuter des tâches spécifiques (Schlegel 
et Uenal, 2021), certains de ces systèmes étant d’ailleurs directement liés aux réseaux sociaux ou aux plate-
formes de diffusion en continu. Ils sont aussi de plus en plus exposés à l’IA générale. L’IAG, forme d’IA générale, 
s’appuie sur des modèles de fondation tels que les grands modèles de langage (LLM) qui sont pré-entraînés 
à l’aide d’immenses bases de données regroupant des millions de documents, y compris des contenus prove-
nant des réseaux sociaux (Bryant, 2023). Les utilisateurs doivent également apprendre à gérer les médias syn-
thétiques, c’est-à-dire les vidéos, textes, images ou sons totalement ou partiellement générés par une manipula-
tion informatique ou la modification de données (Stieglitz et al., 2022). En observant la chronologie des évolutions 
des médias et de l’IA, on constate que la convergence progressive entre ces deux domaines laisse entrevoir un 
nouveau bouleversement majeur dans l’écosystème de la communication numérique. (Figure 2. Chronologie des 
médias et de l’IA).  

Figure 2: Media and AI ®evolutions timeline   
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Cette convergence aboutit à la naissance des réseaux neuronaux artificiels, qui peuvent modifier leur structure 
interne selon leur objectif fonctionnel (Grossi et al., 2008) et de l’apprentissage profond, défini comme une struc-
ture multicouche qui essaye de reproduire la structure du cerveau humain (Möeller, 2023). Ces technologies sont 
utilisées pour apporter des améliorations sensibles dans des domaines tels que la reconnaissance et la création 
d’images, la classification de textes et d’images, l’identification d’objets, l’organisation de données ou encore 
la recommandation et la prédiction algorithmiques. Dans cette note politique, les termes IA et IAG sont utilisés 
indifféremment.
Par conséquent, les écosystèmes des médias – et donc l’EMI – sont actuellement influencés par l’émergence 
de cinq domaines principaux, avec pour chacun un certain nombre d’écueils à éviter : l’interaction avec les con-
sommateurs (assistants virtuels), la prise de décisions (mécanismes de recommandation), l’analyse (analyse 
des sentiments, apprentissage personnalisé), la prédiction (détection du genre, de l’origine ethnique ou de l’âge 
des utilisateurs, entre autres caractéristiques) et la communication (médias synthétiques, réalité virtuelle). En 
ce qui concerne la communication, nous pouvons par exemple faire référence au systèmes populaires d’IAG 
présentés comme des « transformateurs génératifs pré-entraînés » (GPT). Le marché comprend désormais 
plusieurs marques reconnues, dont Google (Bard), Open AI (ChatGPT), Microsoft Copilot (anciennement Bing 
Chat, qui utilise GPT-4), mais aussi de nouveaux entrants comme MidJourney, Anthropic (Claude 2), Open AI 
(DALL·E 2) et Stability AI (Stable Diffusion). Ces « assistants virtuels intelligents », conversationnels et répondant 
à des requêtes écrites sont aujourd’hui intégrés à de nombreux objets du quotidien et à toutes sortes de services 
d’information. Ils peuvent par exemple aider les utilisateurs à préparer des synthèses, à écrire des scénarios 
ou à créer des images ressemblant à s’y méprendre à des photographies de scènes qui n’existent pas toujours 
réellement, et cela les rend difficiles à repérer.  

Cette démocratisation pourrait révolutionner l’idée même de l’information comme bien commun – soit en l’ampli-
fiant pour accroître les avantages liés à la connaissance, soit en la privatisant au moyen de « boîtes noires » 
(UNESCO, 2021a). Ce constat appelle à renforcer d’urgence la littératie de l’IA, pour permettre à chacun de 
mieux appréhender ses utilisations et interactions quotidiennes non techniques avec des médias de masse, des 
réseaux sociaux et des médias synthétiques qui influent sur l’information, l’éducation et la culture. Compte tenu 
de cet objectif, la littératie de l’IA relève de l’éducation aux médias et à l’information. En effet, l’EMI peut faire 
comprendre les interdépendances entre les médias et les données et s’appuyer sur des méthodes familières 
pour faciliter l’acquisition de connaissances sur ce nouveau sujet qui évolue rapidement. Cette familiarité pourrait 
rendre la maîtrise de l’IA moins intimidante pour les éducateurs comme pour les apprenants, en l’inscrivant dans 
une continuité d’apprentissage et d’enseignement sans nécessiter un grand bond en avant en matière de forma-
tion et de perfectionnement des compétences.     

I.2 Quelle vision commune adopter ?
Dans le cadre de l’EMI, la réponse à l’IAG consiste à considérer la littératie de l’IA comme 
un sous-ensemble de littératies imbriquées (couvrant les données, les algorithmes et l’IA 
elle-même) pour que le processus soit plus familier pour les éducateurs comme pour les 
apprenants.

Aujourd’hui, la littératie de l’IA en est encore à ses débuts et fait suite à la « littératie des données » et de la 
« littératie des algorithmes ». La littératie des données vise avant tout à comprendre les données et tend à se 
concentrer sur la confidentialité et la protection des consommateurs (Nguyen et Beijnon, 2023). La littératie des 
algorithmes consiste à mettre en lumière ce concept ainsi que la sélection, l’organisation et la présentation des 
contenus (Droguel, Masur et Joeckel, 2022), en partant du postulat que « la littératie des algorithmes – sous-en-
semble de l’éducation à l’information – est l’aptitude à appréhender de manière critique ce que sont les algorith-
mes, leurs interactions avec les données comportementales humaines dans les systèmes d’information et les 
enjeux sociaux et éthiques liés à leur utilisation (Head, Fister et MacMillan, 2020).
Un corpus encore restreint porte aussi sur les débuts de la littératie de l’IA en dehors des approches centrées sur 
l’informatique et réservées aux spécialistes des STIM. Certains chercheurs s’intéressent aux compétences dont 
les utilisateurs ont besoin pour interagir avec l’IA et pour mettre au point des technologies et des méthodes d’IA 
axées sur les apprenants (Long et Magerko, 2020). Selon la définition qui se rapproche le plus du concept de 
l’EMI, la littératie de l’IA renvoie à « l’ensemble des compétences qui permettent aux individus de bien évaluer les 
systèmes d’IA, mais aussi de communiquer et collaborer efficacement avec ceux-ci. » (Hargittai et al., 2020). En 
l’occurrence, les quelques exemples récents de cours ayant pour objet la littératie de l’IA sont très similaires, par 
leur contenu, à la multitude de cours et ressources d’EMI qui existent déjà à travers le monde. 

Les chercheurs dont les travaux portent sur ces littératies imbriquées confirment qu’il est urgent de développer 
l’enseignement et la formation, en mettant en évidence d’importantes lacunes. Ils appellent à multiplier les out-
ils et ressources pour favoriser la littératie des algorithmes et ainsi aider les jeunes et les adultes en général à 
acquérir les connaissances dont ils ont besoin pour se protéger et préserver les informations qui les concernent 
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dans l’environnement numérique. D’autres difficultés sont signalées dans le domaine de l’éducation : « 
(1) les enseignants n’ont ni les connaissances et compétences suffisantes en matière d’IA, ni la confiance 
nécessaire pour traiter ce sujet ; (2) il n’existe pas de programmes d’enseignement dédiés ; et (3) les direc-
tives pédagogiques sont insuffisantes. » (Su et al., 2023). 
Ces constats tendent à confirmer les liens forts qui existent entre les données, les algorithmes et l’IA, com-
me autant de littératies imbriquées à maîtriser. Ils confirment également que ces éléments peuvent s’inscrire 
dans le paradigme de l’EMI car ils encouragent la réflexion critique sur les données et favorisent une utilisation 
éthique et sociale de l’information et des systèmes d’IA. Préférable à un traitement indépendant de chaque 
littératie, leur inclusion dans l’EMI permet de couvrir l’intégralité de la chaîne d’information/communication, 
du système de production à la consommation par les utilisateurs. Cette approche globale est l’une des car-
actéristiques de l’EMI en tant que translittératie (Frau-Meigs, 2012). Elle répond à ce que les individus ressen-
tent lorsqu’ils sont confrontés aux cultures de l’information (médias, documents, données), acquièrent des 
connaissances, forgent leurs identités et font leurs choix (Figure 3 : La littératie de l’IA dans le cadre de l’EMI).

Figure 3 : La littératie de l’IA dans le cadre de l’EMI

Pour favoriser la résilience des utilisateurs, l’EMI peut aider à déterminer ce qu’il faut enseigner et 
apprendre, et pourquoi, non seulement pour les enfants et les jeunes mais aussi pour les adultes 
dont les usages quotidiens, les attitudes et les valeurs sont influencés par l’évolution rapide des 
systèmes d’IA. Cette approche globale incite à adopter une vision commune pour l’élaboration et la 
mise en œuvre de politiques publiques visant à allouer les ressources appropriées pour permettre 
l’autonomisation des individus grâce à l’IA/IAG.

II.	 Opportunités de l’EMI liées à l’IA/IAG
Dans le cadre de l’EMI, l’expansion de l’IA/IAG stimule l’autonomisation des utilisateurs en ren-
forçant leur pouvoir d’action civique (accès à l’information, liberté d’expression, utilisation éthique 
des médias synthétiques) et en favorisant leur employabilité (apprentissage tout au long de la vie, 
industries créatives, etc.).
L’éducation aux médias et à l’information a souvent tiré sa légitimité de son rôle en faveur de la citoy-
enneté. En effet, elle augmente le pouvoir d’action civique et favorise l’utilisation éthique des médias et 
de l’information, pour une meilleure participation aux affaires sociales. Parallèlement, la nature productive 
et participative des médias rend l’EMI de plus en plus pertinente pour une autre raison : elle contribue à 
l’employabilité sur un marché du travail qui évolue rapidement et dans lequel la créativité et les interactions 
homme-média-machine occupent une grande place. L’employabilité, définie comme « l’aptitude (perçue) 
de chacun à trouver et conserver un emploi tout au long de sa carrière » (Römgnes, Scoupe et Beausaert, 
2020) dépend de la préparation éducative, qui peut conduire à entreprendre toutes sortes d’activités. Ces 
deux volets, le pouvoir d’action civique et l’employabilité, sont profondément modifiés par l’IA/IAG, et mod-
ifient à leur tour notre manière d’appréhender et de pratiquer l’EMI.
La généralisation rapide du recours aux systèmes d’IAG, leur commercialisation et leur prétendue démoc-
ratisation peuvent être vues comme des atouts en faveur de la citoyenneté et de l’employabilité dans le 
cadre de l’EMI qui fait appel à la réflexion critique et créative. Ces systèmes peuvent stimuler la créativité 
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lorsqu’il s’agit de produire des contenus médiatiques, en passant du copier-coller au copier-créer, sans 
obstacle majeur à la création et à la diffusion de contenus. Ils peuvent accroître les interactions avec des 
robots, des capteurs, des agents conversationnels et des assistants virtuels. 

Cette démocratisation a aussi des répercussions sur des domaines liés à l’EMI, dont les sciences de l’infor-
mation et de la communication, la bibliothéconomie et les sciences de la documentation, le journalisme, la 
science des données et les industries créatives. Elle a des conséquences profondes sur les individus et la 
société dans son ensemble, car des médias numériques de plus en plus personnalisés se développent et 
changent la manière dont les utilisateurs communiquent entre eux, pour apprendre, travailler ou se divertir. 

II.1 Pouvoir d’action civique
Les réponses apportées par l’EMI face aux systèmes et services d’IA peuvent renforcer l’au-
tonomie des citoyens et le pouvoir d’action des utilisateurs dans différents domaines, tels que 
la recherche d’information, le rapport aux réseaux sociaux et aux médias synthétiques, la 
vérification et l’annotation collaboratives, ou encore la reconnaissance vocale et la traduction 

(Tableau 1 : Progrès de l’IAG et réponses de l’EMI en faveur du pouvoir d’action civique), mais aussi en 
ce qui concerne les politiques associées.

              Progrès                                 Domaines politiques                                           Réponses de l’EMI
 Recherche d’informations 
et accès à celles-ci

Contrôle de la qualité des 
données

Donner aux utilisateurs les moyens d’obtenir des 
résultats de recherche qui reflètent la diversité, 
notamment en ce qui concerne la prise en compte 
du genre

Participation sur les réseaux 
sociaux 

Liberté d’expression Favoriser l’utilisation éthique de ces outils et la 
capacité à y promouvoir et protéger les droits hu-
mains, notamment la liberté d’expression et l’égal-
ité des genres

Création de médias syn-
thétiques

Créativité, innovation Encourager l’esprit critique et l’utilisation éthique

Reconnaissance vocale, vi-
sion artificielle 

Accessibilité des personnes 
en situation de handicap, lutte 
contre les discriminations

Permet de comprendre les lacunes – les pertes et 
les gains lors des interactions avec les technolo-
gies numériques

Transcription, création d’im-
ages à partir d’un texte, tra-
duction automatique 

Inclusion, dialogue intercultu-
rel, diversité culturelle  

Souligner l’intérêt du passage de textes d’un sup-
port à l’autre (ou d’une langue à l’autre), repérer 
les dangers liés au changement de support et à la 
modification du message

Recoupement de multiples 
sources, vérification collabo-
rative, annotation

Participation, contribution Mettre en valeur le rôle que peuvent jouer les tech-
nologies numériques pour la recherche, donner 
aux citoyens les moyens d’éviter les problèmes 
causés par l’IA pendant les élections et d’autres 
événements publics importants

                                                      
Tableau 1 : Progrès de l’IAG et réponses de l’EMI en faveur du pouvoir d’action civique

Plusieurs acteurs de l’EMI espèrent tirer parti du développement et de la démocratisation de l’IA, au pre-
mier rang desquels les diffuseurs (publics), les journalistes, les éducateurs et les bibliothécaires confrontés 
à une surcharge d’informations (sous la forme d’actualités, documents et données). Les éditeurs, les dif-
fuseurs et les plateformes de médias en ligne peuvent héberger et distribuer des contenus synthétiques 
créés par les utilisateurs. Ils peuvent aussi diffuser leur propre production et utiliser l’IA dans différents 
domaines qui prennent de l’ampleur tels que la recherche, l’aide à l’indexation, la transcription, etc., ainsi 
que pour la gestion des contenus multicanaux qui se multiplient.  

Les journalistes effectuent un travail complexe et indispensable pour la société, que l’IA peut faciliter de 
multiples manières. Par exemple, elle peut leur éviter d’avoir à effectuer des tâches répétitives qui nécessi-
tent de manipuler de vastes quantités de données. Les bulletins météorologiques localisés pourraient ainsi 
être présentés par des avatars. Les journalistes peuvent mieux répondre aux attentes de leurs lecteurs 
en menant des investigations longitudinales plus complexes ou en s’appuyant sur des bases de données 
pour mettre au jour des tendances de fond telle que l’évasion fiscale dans des paradis fiscaux. C’est ce 
qu’a révélé l’enquête dite des « Pandora Papers » dirigée par le Consortium international des journalistes 
d’investigation. Les journalistes peuvent proposer aux citoyens des reportages critiques au sujet de l’IA, 
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qui explorent par exemple les rapports de force entre les plateformes numériques et les autorités ou bien 
traitent des risques d’exclusion numérique ou des atteintes aux droits humains en lien avec l’utilisation de 
l’IA (UNESCO 2023b).
Les éducateurs (enseignants, bibliothécaires, animateurs pour la jeunesse) constituent une autre commu-
nauté de l’EMI qui peut grandement tirer parti de la possibilité de recouper les sources, de traduire automa-
tiquement ou d’examiner et annoter collaborativement des documents. Les outils reposant sur l’IA qu’utilis-
ent les journalistes et les vérificateurs d’informations s’ouvrent désormais aux enseignants, aux chercheurs 
et aux militants de la société civile. Ces acteurs savent de mieux en mieux lutter contre la désinformation et 
promouvoir la citoyenneté, comme le montre le projet Crossover (https://crossover.social). Il apparaît donc 
que l’intégration de l’EMI dans les politiques et la programmation des médias pourrait contribuer à rétablir 
la confiance dans les médias et le journalisme, et renforcerait ainsi leur viabilité et leur pérennité. Ce serait 
aussi un moyen d’encourager les influenceurs à diffuser sur les réseaux sociaux des messages positifs et 
éthiques au sujet des évolutions de l’IAG (UNESCO, 2019). 

II.2 Employabilité
Parallèlement, l’intégration de l’EMI dans les formations des entrepreneurs numériques pourrait leur être 
utile en ligne. Les générations dont les emplois vont être transformés plus rapidement que prévu doivent 
adapter leurs compétences, sous peine d’être marginalisées. Les plus exposées à ces risques sont les 
femmes, suivies des membres des minorités et des personnes ayant des revenus inférieurs (OCDE, 2023). 
Les compétences que l’EMI permet d’acquérir – aussi bien en ce qui concerne la gestion de l’information 
et la réflexion critique que la créativité – peuvent donc combler le fossé actuel entre la formation et l’em-
ploi, qui nuit aux conditions de travail dans un milieu professionnel de plus en plus fondé sur les médias 
et les TIC. Dans le monde du travail, elles viennent s’ajouter aux compétences en TIC car de nombreuses 
entreprises et organisations effectuent la transition vers la littératie numérique. Elles peuvent favoriser l’in-
clusion et lutter contre la pauvreté, le dénuement et la marginalisation, si elles sont assorties de politiques 
adaptées.  
Les réponses de l’EMI aux systèmes et services d’IAG peuvent renforcer l’employabilité des individus dans 
différents domaines et améliorer les politiques associées, notamment en ce qui concerne l’enseignement 
supérieur, l’apprentissage en ligne et les industries créatives (UNESCO, 2023b). L’EMI est elle-même mod-
ifiée par les médias synthétiques car les systèmes d’IA permettent de « médiatiser » les apprentissages, 
notamment en ligne, par exemple avec des plateformes de création de vidéos au moyen de l’IA telles que 
Synthesia ou Pictory (Tableau 2 : Progrès de l’IAG et réponses de l’EMI en faveur de l’employabilité).

              Progrès                                  Domaines politiques                                         Réponses de l’EMI
 Analyse de l’apprentissage Apprentissage tout au long 

de la vie, éducation continue
Faire connaître les droits relatifs aux données, les 
mécanismes de protection et de recours ; détecter 
précocement les problèmes d’apprentissage

Technologies pédagogiques 
: visualisation des données, 
avatars, ludification

Conception de programmes 
et de cursus visant à sou-
tenir les enseignants et les 
apprenants

Favoriser l’apprentissage logique grâce à de 
nombreux médias fondés sur le raisonnement, 
et le rapport entre causes et effets, apprendre en 
s’appuyant sur les interactions entre les contextes 
formels et informels 

Adaptation aux différents 
types d’apprenants

 Inclusion, diversité Mettre en lumière l’ensemble des compétences 
numériques

Retour d’information renforcé  Participation, contribution Encourager l’analyse critique des contributions du 
numérique (gains et pertes) ; attirer l’attention sur 
l’utilité de la cocréation de contenus pour l’EMI et 
de contenus en général

Grand nombre de pédagogies 
personnalisées

Éducation, apprentissage 
tout au long de la vie

Favoriser la prise en compte des interactions entre 
le milieu et les expériences des individus d’une 
part et les messages et supports utilisés d’autre 
part ; promouvoir la coconception de projets d’ap-
prentissage (y compris dans le cadre de l’EMI)

Plateformes de création de 
contenus (musique et vidéo)

Industries créatives, culture Stimuler les interventions et la participation des 
utilisateurs dans le domaine culturel, l’engagement 
du public et notamment des femmes

 
Tableau 2 : Progrès de l’IAG et réponses de l’EMI en faveur de l’employabilité

https://crossover.social
https://crossover.social
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Plusieurs acteurs de l’EMI peuvent tirer parti de ces progrès de l’IA, dans l’éducation comme dans la 
culture. Les formateurs en EMI qui interviennent dans les écoles et les universités peuvent aider les ap-
prenants à reconnaître les médias synthétiques, et cela peut supposer de leur apprendre aussi à maîtriser 
les requêtes, autrement dit à formuler des demandes qui donneront des résultats utiles. Une telle expo-
sition aux contenus produits à l’aide de l’IA peut se faire par le biais de pédagogies actives qui reposent 
sur une approche pratique des outils mis à disposition pour l’enseignement et l’apprentissage, comme 
ceux utilisés dans le cadre de la conception de programmes d’EMI. Ils peuvent renforcer l’employabilité en 
aidant les élèves et les éducateurs à prendre conscience de la nécessité de constamment perfectionner 
leurs compétences dans le monde du travail numérique.
Les artistes, les designers et les professionnels de la création qui travaillent dans les secteurs de la télévi-
sion, du cinéma et des jeux voient leurs possibilités créatives s’élargir, car les systèmes d’IA leur donnent 
une plus grande visibilité et lisibilité de l’activité cérébrale. Ils peuvent explorer de nouveaux rapports à 
la mémoire ou à l’imagination, et disposent de moyens d’interagir avec les utilisateurs de manière très 
inclusive. Les générateurs de textes qui font appel à l’IA proposent des services de personnalisation pour 
aider les auteurs à améliorer la qualité des contenus qu’ils publient en ligne en analysant des échantillons 
de leurs propres écrits. Des œuvres de fiction et d’art synthétiques peuvent être créées en remplaçant les 
palettes par des algorithmes et des écrans, et les nouveaux arrivants – y compris les amateurs – peuvent 
ainsi accéder à la production et à la consommation culturelles. 
Ces différentes réponses offertes par l’EMI indiquent que les professionnels comme les utilisateurs en 
général doivent s’adapter aux différents médias et modifier leurs interactions face à des situations, ex-
périences et outils variés. Les institutions culturelles et les établissements d’enseignement doivent évol-
uer en conséquence, pour éviter les pénuries de personnel qualifié et rendre accessibles au plus grand 
nombre différentes formes de contribution créative et de création de contenus. C’est l’occasion, pour les 
programmes d’EMI déployés dans les écoles, les universités, les bibliothèques et les musées comme dans 
les milieux professionnels, de combler une fracture numérique spécifique : celle qui existe entre les STIM 
et les autres domaines, notamment ceux des lettres et des arts, où la notion d’humanité tient une place 
centrale..
III.	 Les défis et risques de l’IA/IAG pour l’EMI
Dans le cadre de l’EMI, l’IAG peut aussi nuire à l’autonomisation des utilisateurs en affaiblissant la 
citoyenneté (enjeux liés à désinformation, la surveillance, au respect de la vie privée ou encore à 
l’éthique) et limiter leur employabilité (enjeux liés aux pseudo-sciences, à la fiabilité des sources, 
aux droits d’auteur ou encore à la propriété intellectuelle).

III.1 Pouvoir d’action civique 
L’une des principales préoccupations liées à l’IAG découle du fait qu’il s’agit d’une technologie 
qui fait appel à des expérimentations algorithmiques sans réelle compréhension, c’est-à-dire qui 
reposent uniquement sur la puissance de calculs informatiques. Cela s’oppose aux expérimen-
tations de l’intelligence humaine, principalement motivées par la recherche de la compréhen-

sion. Autre inquiétude concernant les médias synthétiques, l’acte de création est déconnecté du processus 
de réflexion et des émotions que suscitent l’écriture et la visualisation. Les efforts nécessaires à la consol-
idation et au transfert des connaissances humaines qui étaient – et sont encore – mobilisées lors de cet 
acte de création ne doivent pas être sous-estimés, et encore moins disparaître. Ces valeurs devraient être 
prises en compte dès la conception des systèmes d’IA, au même titre que le respect des droits humains 
universels. 
Le principal risque lié à l’information est celui de la désinformation produite et diffusée par le biais de l’IAG, 
qui peut être automatisée grâce à des hypertrucages intraçables, en quelques clics seulement. Cela peut 
provoquer d’autres problèmes, dont la production de contenus automatisés qui ne sont pas sensibles au 
genre et s’appuient sur des préjugés raciaux et qui ont donc pour effet de renforcer et de perpétuer les 
stéréotypes liés au genre et le profilage racial (Ngo et al., 2023). Les facteurs qui alimentent la désinforma-
tion genrée et ses effets négatifs (Nations Unies), 2023), la personnalisation des actualités (Van Drunen et 
al., 2022), les discours de haine (Henderson et al., 2023), la diffusion non consensuelle d’images intimes 
(Garon, 2023) ou le vol de données (Wach et al., 2023), mais aussi les risques collectifs tels que la fraude 
électorale (Srivastava et al., 2023) et la surveillance de masse font également partie des enjeux à traiter, 
et les réponses apportées par l’EMI relèvent alors de la protection des droits humains. 
Les réponses de l’EMI aux risques liés à l’IAG peuvent renforcer l’autonomie des utilisateurs dans dif-
férents domaines et améliorer les politiques associés, notamment en ce qui concerne la liberté d’expres-
sion, la confidentialité des données, la concentration commerciale et la surveillance (Tableau 3 : Risques 
liés à l’IAG et réponses de l’EMI). Ces risques existaient déjà avant l’émergence de l’IA, mais l’IAG les a 
exacerbés et rendus plus difficiles à traiter (UNESCO, 2023c). 
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                  Risques                        Domaines politiques                                           Réponses de l’EMI
Risque existentiel/
prolifération

Éthique de la concurrence 
géopolitique

Mettre en avant l’autogestion et la cogestion ; 
prendre conscience du déséquilibre des valeurs, notamment en 
ce qui concerne l’égalité des genres  

Concentration/mono-
pole

Inégalité des chances, 
absence de concurrence 
loyale et donc de plural-
isme dans l’écosystème 
numérique

Améliorer la compréhension de l’importance de la diversité et du 
pluralisme dans les secteurs de l’information et des technologies 
numériques

Spams, publicité in-
trusive

Manque de données et de 
contenus de qualité

Expliquer aux utilisateurs comment exercer des recours et de-
mander des comptes aux acteurs 

Personnalisation des 
actualités

Manque de diversité Alerter sur les dangers des bulles de filtres et des chambres 
d’écho

Désinformation/hy-
pertrucage

Érosion de la confiance, 
atteinte à la liberté d’expres-
sion et réduction de l’accès 
à des informations fiables

Apprendre à employer diverses stratégies de vérification des 
faits

Biais algorithmique Racisme, manipulation 
sociale, inégalités, discrimi-
nation

Aider les utilisateurs à repérer les biais, dont certains sont in-
trinsèques, et à identifier des techniques d’atténuation

Discours de haine et 
cyberharcèlement

Diffamation, atteinte à la 
liberté d’expression

Aider à démasquer les idées fausses, proposer des con-
tre-discours et défendre la liberté d’expression, le dialogue, la 
tolérance et l’éthique

Diffusion non consen-
suelle de contenus à 
caractère sexuel

Diffamation par l’image et 
maltraitance, atteinte à la 
vie privée

Mettre en avant l’autogestion et la cogestion, ainsi que les re-
cours que la réglementation offre aux utilisateurs

Fraude électorale Atteinte à la démocratie et à 
l’intégrité des électeurs

Sensibiliser les utilisateurs, leur donner les moyens de s’impli-
quer, d’alerter, de vérifier des faits et de se protéger

Vol de données Violation de données à 
caractère personnel, perte 
d’emploi en raison de l’au-
tomatisation

Faire connaître les droits relatifs aux données, doter des com-
pétences nécessaires à la protection de la vie privée et expliquer 
comment demander réparation

Surveillance de 
masse 

Atteinte à la vie privée et à 
la sécurité, censure

Favoriser la prise de conscience, l’indépendance et la transpar-
ence 

Empreinte environne-
mentale

Développement durable Faire prendre conscience de la pollution causée par les élé-
ments matériels de l’IA (minerais, puces, serveurs de données, 
etc.)

                                                      
Tableau 3 : Risques de l’IAG et réponses de l’EMI en ce qui concerne le pouvoir d’action civique

Il n’existe aucun dispositif infaillible permettant d’entraîner un système d’IA pour qu’il refuse systématiquement 
de nuire ou de produire des contenus relevant de la désinformation. Des chercheurs ont montré qu’il était pos-
sible de débrider ces systèmes – des requêtes spéciales peuvent donner lieu à des réponses inattendues – et 
sont parvenus à contourner les mécanismes de protection mis en place par les fournisseurs de LLM (Zou et 
al., 2023). Ce manque de garanties expose à des risques de nombreux acteurs de l’EMI, dans la mesure où 
les journalistes, les éducateurs et les contributeurs aux cultures médiatiques en général sont confrontés à des 
incertitudes quant aux contenus auxquels ils accèdent et qu’ils utilisent pour prendre des décisions. L’IA peut 
donc saper la cohésion sociale et entraver l’exercice des droits collectifs. L’engagement et le pouvoir d’action 
des utilisateurs sont aussi remis en question, parce que la confiance s’érode et que la polarisation des publics 
et des communautés pourrait s’amplifier dans des chambres d’écho synthétiques.   

Les acteurs de l’EMI déploient des moyens variés pour donner aux utilisateurs les moyens de contrer ces 
phénomènes. Ils peuvent compter sur des dispositifs de surveillance des médias tels que NewsGuard, qui 
contrôle les médias synthétiques grâce à sa plateforme de suivi de l’IA. En septembre 2023, il avait déjà iden-
tifié 450 sites d’information et d’actualité générés par l’IA et gérés avec peu voire pas de supervision humaine 
(https://www.newsguardtech.com/fr/). NewsGuard met aussi ses outils à la disposition des écoles, des biblio-
thèques publiques et des universités pour favoriser l’EMI. 
Les utilisateurs peuvent également choisir des médias qui font preuve de transparence en ce qui concerne leur 
utilisation de l’IA. Certains groupes de presse publient leurs directives en la matière ou adoptent des labels 

https://www.newsguardtech.com/fr/


11L’autonomisation des utilisateurs grâce aux réponses apportées par l’éducation aux médias et à l’information à l’évolution de l’intelligence artificielle générative (IAG)

permettant d’identifier le degré de recours à l’IA (Shane et al., 2021). Il est nécessaire de mettre en place des 
normes éthiques, et ce constat a donné lieu à plusieurs initiatives dont Partnership on AI (PAI), qui a travaillé 
avec des représentants de plateformes technologiques, des membres de la société civile, des journalistes et 
des universitaires pour publier un ensemble de recommandations, intitulé Responsible Practices for Synthetic 
Media. L’objectif est d’encourager le développement et le déploiement responsables des médias synthétiques 
(Partnership on AI, 2023). 
Les utilisateurs peuvent également faire appel à des solutions de rétro-ingénierie, c’est-à-dire à des systèmes 
d’IA conçus pour détecter l’IA. Par exemple, GPTZero repère les utilisations de ChatGPT (https://gptzero.me/). 
Ils peuvent aussi compter sur des équipes de journalistes, de vérificateurs des faits et d’analystes de données 
qui ont mis au point des outils reposant sur l’IA pour lutter contre la désinformation et les « comportements 
inauthentiques coordonnés » (campagnes de désinformation lancées de manière coordonnée sur les réseaux 
sociaux). Par exemple, Vera.ai est un outil qui s’appuie sur l’IA pour détecter les hypertrucages et proposer 
différents services, y compris un mécanisme d’analyse de fichiers audio et un répertoire des contenus déjà 
démasqués (https://www.veraai.eu/). 
Les utilisateurs peuvent également suivre des formations en ligne, comme celle proposée par l’Université 
d’Helsinki (Finlande), Elements of AI, qui a été consultée par des participants venus de 170 pays (elementso-
fai.com). L’UNESCO a lancé la formation Défendre les droits humains à l’ère de l’intelligence artificielle 
(https://www.edapp.com/course/defendre-les-droits-humains-l-ere-de-l-intelligence-artificielle/), disponible en 
25 langues ; un module dédié à l’EMI et l’IA figure également dans sa publication Citoyens éduqués aux mé-
dias et à l’information : penser de manière critique, cliquer à bon escient !, programme d’EMI pour les éduca-
teurs et les apprenants (UNESCO, 2021c).

III.2 Employabilité
Les risques de l’IAG pour l’employabilité sont plus difficiles à déterminer. Ils peuvent être directs, 
liés à la qualité des informations utilisées pour l’enseignement et la formation (pseudo-scienc-
es, plagiat remettant en question la validité des diplômes et des qualifications, etc.), mais aussi 
découler des effets de l’économie de l’attention sur les utilisateurs. Ils peuvent être indirects, 

au travail, dans les industries créatives, en raison du manque de compétences et de l’insuffisance du per-
fectionnement, associés à une certaine dévalorisation du domaine des lettres par rapport aux STIM. Les 
conditions de travail peuvent également être affectées par la collecte de données, un moindre respect de la 
vie privée ou la surveillance au travail, sans oublier les risques de perte d’emploi ou de réorganisation des 
fonctions en raison de l’automatisation. En outre, la fracture entre les genres pourrait se creuser. C’est ce 
qu’indique le rapport de l’UNESCO intitulé Les effets de l’IA sur la vie professionnelle des femmes (UNESCO, 
2022b), en soulignant par exemple que les assistants vocaux virtuels sont encore très souvent féminisés.
Les évolutions qu’entraîne l’IAG obligent les travailleurs à acquérir de nouvelles compétences numériques 
à travers la formation continue et l’apprentissage tout au long de la vie. L’insuffisance des compétences en 
matière de réflexion critique, civiques et créatives peut être un frein susceptible de maintenir des individus 
dans la pauvreté ou de les marginaliser. Par ailleurs, l’utilisation abusive de l’information, y compris la pseu-
doscience, les « hallucinations » (Wach et al., 2023), la désinformation (Lo, 2023), le plagiat et la violation du 
droit d’auteur (Vincent, 2022), peut entraver l’acquisition d’attitudes éthiques à l’égard des nouvelles, des don-
nées et des documents (Figure 4 : Risques de l’IAG et réponses de l’EMI en ce qui concerne l’employabilité).
 

                  Risques                        Domaines politiques                                     Réponses de l’EMI
Robots et automatisation Perte d’emploi, réorganisation 

des fonctions
Faire connaître les avantages et les limites, d'où la né-
cessité d’un contrôle et d’une évaluation

Préjugés dans les pro-
cessus de recherche 
d’emploi et de recrute-
ment

Inégalités entre les genres, 
stéréotypes

Doter les individus des compétences nécessaires pour 
repérer la discrimination liée au genre et les représenta-
tions stéréotypées dans les informations et les contenus 

Surveillance des perfor-
mances au travail

Inégalités entre les genres, 
atteinte à la vie privée

Permettre de repérer la fracture entre les genres et la 
perpétuation des stéréotypes, alerter au sujet du respect 
de la vie privée

Plagiat  Atteinte à l’intégrité 
académique 

Promouvoir des utilisations éthiques de l’information et 
des technologies numériques

Hallucinations et erreurs 
de l’IA

Recherche et éducation Mettre en avant l’autogestion et la cogestion, lutter con-
tre les mythes et les imaginaires de l’IA 

https://gptzero.me/
https://www.veraai.eu/
https://www.edapp.com/course/defendre-les-droits-humains-l-ere-de-l-intelligence-artificielle/
https://gptzero.me/
https://www.veraai.eu/
https://www.edapp.com/course/defendre-les-droits-humains-l-ere-de-l-intelligence-artificielle/
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Pseudo-sciences Recherche et éducation Raffermir la confiance dans les recherches scientifiques 
en établissant des liens avec les connaissances scien-
tifiques fondamentales

Fiabilité des sources  Inégalité des chances, ab-
sence de concurrence loyale

Souligner la possibilité d’évaluer le cycle de vie de l’in-
formation et d’y contribuer

Propriété intellectuelle et 
droits d’auteur

Usurpation de la qualité d'au-
teur, perte d’une rémunéra-
tion équitable

Favoriser l’utilisation éthique et promouvoir le respect de 
la qualité d'auteur et des droits de propriété intellectuelle 

                                                    
Tableau 4 : Risques de l’IAG et réponses de l’EMI en ce qui concerne l’employabilité

Pour contrer ces risques, les acteurs de l’EMI déploient des moyens variés. Fondamentale pour l’accès 
à des informations de qualité et le maintien d’un environnement en ligne sain, la fiabilité des sources est 
devenue un enjeu de l’EMI, associée à l’écriture critique, la vérification des faits et l’indexation fiable. La fi-
abilité des sources est essentielle pour renforcer la confiance dans l’apprentissage, l’étude et la recherche, 
dans le milieu universitaire mais aussi dans d’autres domaines comme le journalisme. Elle peut avoir des 
répercussions directes sur l’employabilité si les travailleurs ne sont pas formés à produire des contenus 
fiables, vérifiés et fondés sur des preuves. 
Les enseignants, les bibliothécaires, les rédacteurs et les éditeurs regrettent l’absence de systèmes ou 
de normes fiables qui pourraient les aider, ainsi que leurs élèves, à indiquer clairement leurs usages des 
outils d’IA et à citer correctement leurs sources. Pourtant, l’IAG crée des sources d’un nouveau genre, qui 
s’ajoutent aux sources primaires et secondaires et pourraient être appelées « sources tertiaires », pour 
les distinguer des deux premiers moyens traditionnels d’apporter des preuves et pour les identifier comme 
étant partiellement ou totalement générées par l’IA. Certaines solutions, essentiellement proposées par les 
plateformes numériques, sont destinées à avertir les utilisateurs. Elles prennent par exemple la forme de 
mentions jointes aux contenus, de filigranes ou de notes contextuelles au sujet des contenus synthétiques 
dont la création et/ou le partage sont autorisés, mais il n’existe pas de règle commune à toutes les plate-
formes.
La question de la fiabilité et de l’intégrité des sources soulève un autre problème, lié aux violations des 
droits d’auteur. En effet, les contenus qui servent à entraîner les systèmes d’IA proviennent de bases de 
données alimentées sans le consentement explicite des créateurs de ces données, qui ne sont pas ré-
munérés pour le temps et l’expérience qu’ils y consacrent. Des inquiétudes quant au respect des droits 
d’auteur et de la propriété intellectuelle sont émises par les professionnels de la création, qui s’opposent à 
l’utilisation de l’IA. À titre d’exemple, on peut citer la campagne « No to AI generated images » ou encore 
la longue grève menée par la Writers Guild of America, syndicat de scénaristes américains, pour protester 
contre les effets effrayants de ces pratiques sur leurs emplois et leurs carrières. Les membres de cette 
profession craignent de voir leur travail détourné et surexploité sans juste rémunération.
Ces enjeux éthiques sont traités par l’EMI car les jeunes utilisateurs de médias doivent comprendre que 
le travail créatif dans les sociétés de l’information et du savoir repose sur une rémunération équitable, en 
particulier au regard de leur future employabilité. La protection des droits de propriété intellectuelle et la fi-
abilité des sources sont indispensables pour la mise en place d’un système de communication sain et pour 
la reconnaissance de l’information comme bien commun. 

IV..	 Éléments à prendre en compte pour une EMI qui donne aux utilisateurs les moyens d’appréhender 
l’IA/IAG : sensibilisation et compétences

L’EMI peut sensibiliser les utilisateurs et renforcer leur réflexion critique et créative autour de dif-
férents enjeux : la fracture numérique, y compris entre les genres, la concentration et la propriété 
de l’IA, les imaginaires de l’IA ou encore les interactions avec des médias synthétiques, des agents 
non humains et des robots. 
Les stratégies de l’EMI doivent viser à faire prendre conscience des risques posés par les IA entraînées, 
volontairement ou non, à produire des contenus nocifs ou à nuire d’une toute autre façon, c’est-à-dire en 
agissant de manière à porter atteinte aux valeurs et aux droits humains). Elles respectent les principes 
des droits humains et renforcent le pouvoir d’action civique des utilisateurs pour éviter le plus grand des 
dangers, la remise en question des sociétés démocratiques et de l’autonomie humaine. Pour que l’EMI soit 
prête à traiter les défis actuels et futurs liés à l’IAG, de vastes campagnes de sensibilisation du grand public 
doivent être lancées, peut-être au moyen d’outils et de plateformes faisant appel à l’IA pour faciliter la tra-
duction et la localisation des contenus. Le déploiement de programmes d’EMI pour tous à grande échelle, 
par exemple sous forme de cours en ligne, peut aussi être utile à de nombreux individus de tous âges et de 
toutes nationalités. En définitive, l’EMI axée sur l’IA devrait être considérée comme un savoir fondamental, 
que les jeunes doivent acquérir du début du primaire à la fin du secondaire pour être en mesure de vivre, 
d’apprendre, de travailler et de créer dans un environnement numérique. 
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Par ailleurs, d’importantes lacunes persistent en ce qui concerne la conception et la mise en œuvre de 
programmes d’EMI tenant spécifiquement compte de l’égalité des genres, à même de favoriser des inter-
ventions transformatrices du genre (en particulier la création de supports de sensibilisation visant à lutter 
contre les préjugés de genre perpétués par l’IA). Ce constat s’applique aussi aux formations portant sur les 
compétences numériques, comme cela est démontré dans la publication Je rougirais si je pouvais (UNE-
SCO, 2019), et aux nouveaux cursus axés sur la littératie de l’IA. Les utilisateurs doivent être en mesure 
d’analyser et de remettre en question les écarts entre les hommes et les femmes en ce qui concerne leur 
utilisation de l’IA et leur contribution au développement de cette technologie (UNESCO, 2020). L’EMI peut 
faciliter la prise de conscience quant aux répercussions genrée de l’IA, et donner aux citoyens les moyens 
de plaider en faveur des applications positives et des avantages de l’IA pour l’autonomisation des femmes.
La conception d’un cadre de compétences sur l’IA qui serait compatible avec les principes de l’EMI sup-
pose d’énumérer les compétences en EMI nécessaires pour maîtriser l’IA/IAG et de les répartir en quatre 
catégories : connaissances, aptitudes, attitudes et valeurs. L’objectif est de permettre aux éducateurs et 
aux décideurs d’évaluer l’impact de ces interventions et d’établir des références en la matière, grandement 
nécessaires (Tableau 5 : Cadre de compétences sur l’IA, compatible avec les principes de l’EMI). 

1/ connaissances : identification de l’IA (potentiel et risques), reconnaissance de la géopolitique 
de l’IA (acteurs, propriété, motivations), évaluation des conséquences et proposition de réponses 
à apporter aux avantages pour l’information (LLM, agents conversationnels et assistants virtuels) et 
aux problèmes (discours de haine, désinformation, etc.), surveillance de l’empreinte écologique des 
systèmes d’IA. 

2/ aptitudes : utilisation responsable des outils reposant sur l’IA, navigation sur des sites et des bas-
es de données de qualité, comparaison des moteurs de recherche, distinction entre les médias de 
masse, les réseaux sociaux et les médias synthétiques, interaction avec des objets et des agents 
non humains, organisation et vérification des sources, maîtrise des requêtes et des outils de créa-
tion.

3/ attitudes : interprétation critique et créative des données, de leur utilisation et des effets des al-
gorithmes, identification et signalement des contenus nocifs (violence, discours de haine, pornogra-
phie, désinformation, etc.), lutte contre des risques systémiques (manipulation, viralité, automaticité, 
atteinte à la confidentialité des données, vol de données, etc.), reconnaissance des idées reçues, 
des mythes, des représentations et des imaginaires personnels, élaboration de contre-discours face 
à la désinformation et communication.  

4/ valeurs : défense de la liberté d’expression et d’opinion, promotion de l’égalité des genres, en-
gagement en faveur du respect de la vie privée, de la participation et de la propriété intellectuelle, 
promotion des informations et des bases de données de qualité, opposition à la surveillance de 
masse et recherche de la sécurité et du bien-être. 

Tableau 5 : Cadre de compétences sur l’IA, compatible avec les principes de l’EMI

V. Promotion et protection de l’EMI dans le cadre de la gouvernance de l’IA/IAG : réponse des poli-
tiques publiques
L’EMI peut contribuer aux politiques publiques et aux principes qui les sous-tendent en don-
nant aux utilisateurs les moyens de participer de manière proactive à la surveillance et à la 
réglementation de l’IA explicable, mais aussi en les encourageant à dialoguer avec d’autres 
parties prenantes pour améliorer la gouvernance de l’IA et bâtir des sociétés du savoir saines. 

Les plateformes numériques ont certes fait d’immenses progrès dans le domaine de la sécurité de l’IA, 
mais les garanties mises en place peuvent toujours être contournées, volontairement ou non, et per-
mettre un usage contraire à l’éthique. L’insuffisance de la supervision humaine et des contrôles peut faire 
naître une méfiance néfaste vis-à-vis de l’informatique, parmi les institutions et les acteurs qui en font la 
promotion, mais aussi dans les médias professionnels et d’autres organismes de gouvernance établis 
(gouvernements, entités étatiques, organisations intergouvernementales, etc.). Les réponses actuelles 
des autres parties prenantes montrent les cadres émergents de la politique de gouvernance de l’IA aux 
niveaux mondial et national, car les plateformes d’IA et les entreprises technologiques résistent ou font 
appel à la corégulation. 
Plusieurs cadres sont en cours d’élaboration, et adoptent une perspective multipartite plus large. Les Na-
tions Unies sont en train de constituer un Organe consultatif multipartite sur la coopération mondiale en 
matière d’intelligence artificielle. Cela s’inscrit dans le Plan d’action de coopération numérique établi par le 
Secrétaire général (A/74/821). Il fournira des recommandations pour optimiser la gouvernance internatio-
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nale de l’intelligence artificielle. De son côté, l’UNESCO a mis au point les Principes pour la gouvernance des 
plateformes numériques : préserver la liberté d’expression et l’accès à l’information - une approche multipartite 
(UNESCO, 2023d). Le volet de ces principes consacré à l’autonomisation des utilisateurs donne lieu à l’élabora-
tion d’un Plan d’action multipartite pour l’intégration de l’éducation aux médias et à l’information dans les plans 
stratégiques, politiques et produits des plateformes numériques (UNESCO, 2023e , non publié).  
La plupart des cadres, excepté celui de l’UNESCO, mettent l’accent sur la gestion des risques et la transpar-
ence, en négligeant les enjeux liés à l’EMI ou en mentionnant très vaguement et généralement l’éducation com-
me moyen centré sur l’humain pour intégrer l’IA dans la société, sans détailler les questions de mise en œuvre 
ou de financement. Dans ce cadre, les principes qui renvoient le plus à l’autonomisation des utilisateurs et à 
l’EMI sont ceux de la responsabilité et de l’explicabilité. Ils sont les plus à même de fournir les contrôles et con-
trepoids nécessaires pour contrer les risques liés à la gouvernance de l’IA : la dégradation de cette gouvernance 
en raison de résultats non désirés, l’instabilité interne et les menaces existentielles pour l’humanité, y compris le 
transfert des pouvoirs décisionnels des gouvernements à des robots et aux humains qui les contrôlent. 
Les exigences en matière d’explicabilité se multiplient, pour le bien des utilisateurs. L’IA explicable (ou XAI) fait 
tomber le mythe de la boîte noire – et des imaginaires anthropomorphiques de « l’intelligence », des « halluci-
nations » – en présentant des informations techniques compréhensibles pour certaines catégories d’utilisateurs, 
qui leur permet de s’assurer qu’elle correspond bien à leurs besoins (Sajid et al., 2023). L’IA explicable fournit 
des explications précises permettant d’ouvrir la voie à des audits et des métriques d’évaluation. Ces informations 
aideraient certains membres du grand public (utilisateurs, chercheurs, représentants d’organes de gouvernance 
ou auditeurs) à garantir le respect des principes d’équité, d’égalité, de diversité, d’égalité et de confidentialité et 
à prendre des mesures pour corriger d’éventuels manquements, par exemple en introduisant des réclamations 
(judiciaires et non judiciaires).
L’EMI peut ajouter l’explicabilité à son répertoire de notions, car cela pourrait éclairer l’examen des enjeux de 
transparence et de responsabilité, qui sont souvent difficiles à appréhender pour les utilisateurs (Ananny et 
Crawford, 2018). L’explicabilité peut aussi être prise en compte dans la conception des programmes d’EMI, au 
même titre que les interactions avec des outils et des objets non humains (Long et Magerko, 2020). Les princi-
pes de la gouvernance de l’IA/IAG devraient également être diffusés dans les différents secteurs industriels et 
sociaux sous la forme de directives et de normes. À titre d’exemple, c’est ce qu’a fait le Bureau du Commissaire 
à l’information britannique (Information Commissioner’s Office, ICO) en publiant sa directive sur l’explication de 
décisions prises à l’aide de l’IA. Ce document aborde spécifiquement les questions relatives à l’utilisation des 
données, à la conception équitable, à la sécurité et à l’impact.  

Toutefois, sans appropriation active par des citoyens, ces cadres n’auront que des effets limités et ne seront pas 
pérennes. Si les citoyens ne sont pas informés de leur existence et des avantages recherchés, ils ne peuvent 
pas dûment assurer la surveillance de l’IA en s’appuyant sur leurs propres tiers fiables. Les représentants des 
utilisateurs, comme ceux qui existent dans la communauté des acteurs de l’EMI, devraient contribuer aux mé-
canismes de régulation envisagés pour l’IAG. Ils peuvent participer aux discussions menées aux niveaux local, 
national et mondial au sujet de la gouvernance de l’IA et devenir des atouts pour la mise en œuvre, le déploie-
ment et la surveillance de la gouvernance de l’IA. 
À l’heure actuelle, les organes gouvernementaux de régulation sont terriblement mal préparés à assumer leur 
rôle d’administrateur et de surveillant de l’IA afin d’établir une réglementation adéquate. En outre, il existe des 
risques d’ordre réglementaire, au premier rang desquels les risques d’inaction ou de mise en œuvre insuffisante. 
En ce qui concerne l’action publique, les décideurs devraient s’engager davantage à se former aux dernières 
évolutions de l’IA, afin d’être aptes à appliquer les garanties et les outils de surveillance appropriés. Cette prise 
de conscience a conduit 32 pays d’Afrique à demander l’assistance de l’UNESCO pour établir des normes poli-
tiques et renforcer les capacités. Cette démarche a donné lieu à la création d’une trousse à outils destinée aux 
décideurs (UNESCO, 2023e).  Les fonctionnaires et les décideurs politiques peuvent également tirer parti des 
formations et des ressources en EMI (UNESCO, 2021c). L’UNESCO a également lancé le MOOC « Plongée 
dans l’éducation aux médias et à l’information pour les décideurs politiques » pour stimuler la formation à la 
matière, grandement nécessaire (UNESCO, 2023f).  

Conclusion  
Il est attendu des décideurs qu’ils exercent pleinement leur rôle d’administration de l’IA, que même ses créa-
teurs appellent de leurs vœux. Ce rôle peut être favorisé en veillant à ces quatre points :

1.	 des garanties et directives pour une IA fiables doivent être créées et contrôlées,
2.	 les utilisateurs doivent être dotés des compétences en EMI qui ont été élargies pour englober l’IA,
3.	 la qualité de l’information est préservée, grâce à l’explicabilité et à des ensembles de données pertinents,
4.	 une partie des contrôles doit toujours être assurée par des humains, pour que les objectifs de l’IA soient 

conformes aux droits humains et que les systèmes d’IA traitent les enjeux urgents pour l’humanité, dont la 
crise environnementale et la fracture numérique.
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Faire porter la responsabilité de la formation et de la sensibilisation à des individus en particulier ne suffira pas. 
Il faut parallèlement apporter des changements systémiques et structurels au marché de l’IA/IAG. Les gouver-
nements devraient soutenir les plaidoyers des utilisateurs afin de promouvoir une concurrence loyale, d’éviter 
de potentiels troubles géopolitiques et de veiller à la bonne application des lois relatives à la confidentialité des 
données. Les gouvernements devraient aussi s’assurer que les développeurs d’IAG, lorsqu’ils conçoivent leurs 
systèmes, considèrent comme prioritaires les questions de confidentialité, de responsabilité et de sécurité. Ils 
doivent s’efforcer de rétablir la confiance et la bienveillance parmi les utilisateurs en ce qui concerne les infor-
mations et les données, en coupant court à la manipulation et à la surveillance. Ils doivent également veiller au 
bien-être des publics et des communautés, toujours plus nombreux, qui utilisent des médias synthétiques. 
Traiter l’IA sous l’angle de l’EMI peut ouvrir de nouvelles perspectives sur la gouvernance de l’IA et le rétab-
lissement de la confiance dans les médias et l’information. Il est indispensable de renforcer le pouvoir d’action 
et la résilience des citoyens pour que les sociétés démocratiques soient en mesure de tirer parti des données, 
des algorithmes et de l’IA, tout en réduisant leurs répercussions négatives sur la qualité de l’information et la 
transparence. Relier ces formations à des activités de résolution de problèmes, au quotidien, peut conduire à 
l’adoption de pratiques plus efficaces et plus judicieuses qui englobent les concepts des algorithmes et de l’IA. 
L’EMI pour tous les citoyens peut contribuer à ce renforcement nécessaire des compétences et à l’établissement 
de coalitions, sans partir de zéro et sans renforcer les cloisonnements. L’EMI peut combler la fracture numérique 
en fournissant des solutions qui établissent des liens entre les secteurs STIM et les autres et en aidant les per-
sonnes à maîtriser les concepts fondamentaux nécessaires pour utiliser l’IA de manière efficace, sûre et éthique, 
quel que soit leur profil (technique ou non). 
En fin de compte, dans les systèmes d’IA comme au-delà, l’objectif pour l’humanité est d’établir des sociétés du 
savoir viable et durable en s’appuyant sur l’intelligence collective – un environnement dans lequel l’éducation 
des citoyens aux médias et à l’information est un impératif.

10 recommandations clés pour l’EMI, la littératie de l’IA et la gouver-
nance de l’IA

1.	 Constituer un groupe de haut niveau qui établira les principes généraux d’un programme fondamental de littératie de l’IA, 
applicable du début du primaire à la fin du secondaire. Ce programme, inspiré de la perspective globale propre à l’EMI, 
qui est centrée sur l’humain, insistera sur l’égalité des genres et la lutte contre la discrimination raciale dans le contexte 
de la désinformation et des discours de haine. 

2.	 Établir des priorités stratégiques pour l’EMI/IA dans les ministères et autorités chargés de l’éducation, de la culture, de 
l’égalité des genres et de la jeunesse, dans l’optique de gérer et d’évaluer les programmes de littératie de l’IA, en mettant 
en place les garde-fous appropriés pour les éducateurs et les apprenants. 

3.	 Adopter et adapter des normes et directives sur l’IA explicable dans les politiques et programmes d’EMI ; les appliquer au 
secteur des technologies éducatives et à tous les autres acteurs proposant des solutions en faveur de la littératie de l’IA. 

4.	 Mettre en place un portail mondial proposant des ressources de formation en EMI aux éducateurs (enseignants, bib-
liothécaires, animateurs pour la jeunesse, réseaux de femmes, etc.) pour favoriser le renforcement des capacités et 
l’expansion de l’EMI grâce à des outils en ligne faisant appel aux ressources éducatives libres sur l’IA.

5.	 Combler la fracture numérique dans le domaine de l’IA, et notamment les écarts entre les genres, en utilisant l’IA pour 
localiser davantage les programmes d’EMI afin de les proposer à des communautés variées (femmes, jeunes, etc.). 

6.	 Encourager la diversité et l’inclusion en incluant des mesures de l’impact sur la diversité et l’inclusion dans les processus 
de conception des ressources en EMI et des programmes utilisés pour accroître la littératie de l’IA.

7.	 Créer un observatoire mondial de l’EMI pour financer la recherche et le développement de manière durable, afin de 
produire des données factuelles et de référence sur les apprentissages au sujet de l’IA et leurs effets sur le bien-être, 
l’éducation et la société.

8.	 Soutenir l’Organe mondial de contrôle des Nations Unies sur l’information et l’IA, avec l’ensemble des parties prenantes, 
dont les acteurs de l’EMI, afin de favoriser la surveillance du secteur et la production de rapports réguliers. 

9.	 Diffuser une recommandation officielle de l’UNESCO - qui sera lancée à l’occasion de la Semaine mondiale de l’EMI sur 
l’autonomisation des utilisateurs à l’aide de l’EMI et de l’IA, pour stimuler un dialogue public mondial sur la confiance et 
la gouvernance d’une fiable et explicable. 

10.	 Organiser un événement intersectoriel à l’UNESCO pour faire le point sur les questions relatives à la fiabilité des sourc-
es avec les principaux acteurs de différents secteurs, dont ceux de la société civile et des ONG (IFLA, AIERI, MILID, 
WAN-IFRA, etc.), pour garantir à l’avenir l’intégrité des sociétés du savoir.
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